
Room Segmentation Results

Our proposed method is able to handle adverse cases such as regions of low density (introduced
by the scanning strategy) in the Stuctured3D dataset, as well as curved walls and clutter as seen in
the Matterport3D dataset. Note: The colors only denote instance separation.
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Overview: Building Room-Level Topology from Point Clouds

Problem: 3D scene understanding methods built
solely upon object-level segmentation methods
struggle to identify dense room-level regions.

Our Solution: Assuming, only a posed RGB-D
image sequence, we propose a two-step
pipeline that comprises:

1. A room instance segmentation model based
on a novel multi-channel representation
comprising occupancy slices and a density
map.

2. A room labeling transformer model which
uses object features from ConceptGraphs to
output a room label-aligned CLIP embedding.

Our language-topology alignment supports natural language querying, e.g., a "place to cook"
locates the "kitchen". We report an improvement of ~20% on room segmentation and  ~12% on
room classi�cation over current state-of-the-art methods.

Model Pipeline: Room Segmentation and Labeling Open-Set Natural Language Queries

https://quest-maps.github.io/

Quantitative Results

Downstream Task: Navigation

Detected transition regions aid in building a room-level topological map
which can be used for tasks such as room-to-room navigation using natural
language commands.
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